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(57) ABSTRACT

An image signal processing device is disclosed, including a
sensitivity improvement unit, a Bayer RGB conversion unit,
and a color correction unit. The sensitivity improvement unit
interpolates input white, red, green, and blue (WRGB) data,
mixes a luminance signal of first color space data for the
interpolated WRGB data with a first type pixel signal of the
interpolated WRGB data to convert the first color space data
into second color space data, and converts the second color
space data into converted RGB data. The Bayer RGB conver-
sion unit converts color spaces of a second type pixel signal,
a third type pixel signal, and a fourth type pixel signal of the
interpolated WRGB data to generate the first color space data,
and separates the luminance signal and color difference sig-
nals from the first color space data. The color correction unit
corrects the converted RGB data into output RGB data.

20 Claims, 7 Drawing Sheets
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IMAGE SIGNAL PROCESSING DEVICE,
IMAGE PROCESSING SYSTEM HAVING THE
SAME, AND IMAGE SIGNAL PROCESSING
METHOD USING THE IMAGE SIGNAL
PROCESSING DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the priority benefitunder 35 U.S.C.
§119(a) from Korean Patent Application No. 10-2013-
0050019, filed on May 3, 2013 in the Korean Intellectual
Property Office, the disclosure of which is incorporated
herein by reference in its entirety.

BACKGROUND

1. Field

Various embodiments of the invention relate to an image
signal processing device and method and an image processing
system using the same.

2. Related Art

As the size of sensors is decreased, the resolution of the
sensors is being gradually increased. As a result, novel sen-
sors having improved sensitivity have been developed.

One of the novel sensors is a sensor, having a white, red,
green, and blue (WRGB) color filter array layout, which
blocks only infrared and ultraviolet light without filtering
through a color filter to provide a white pixel using white
information of relatively high sensitivity.

SUMMARY

Various embodiments of the invention provide an image
signal processing device and method that convert a white, red,
green, and blue (WRGB) color filter array into Bayer RGB
and an image processing system using the same.

Additional embodiments of the invention will be set forth
in part in the description which follows and, in part, will be
apparent from the description, or may be learned by practice
of the invention.

In accordance with an embodiment, an image signal pro-
cessing device may include a sensitivity improvement unit
that interpolates input white, red, green, and blue (WRGB)
data, mixes a luminance signal of first color space data for the
interpolated WRGB data with a first type pixel signal of the
interpolated WRGB data to convert the first color space data
into second color space data, and converts the second color
space data into converted RGB data. The image signal pro-
cessing device includes a Bayer RGB conversion unit that
converts color spaces of a second type pixel signal, a third
type pixel signal, and a fourth type pixel signal of the inter-
polated WRGB data to generate the first color space data, and
separates the luminance signal and color difference signals
from the first color space data. The image signal processing
device further includes a color correction unit to correct the
converted RGB data into output RGB data.

When converting the first color space data into the second
color space data, the sensitivity improvement unit may
denoise the first type pixel signal and mix the luminance
signal with the denoised first type pixel signal.

The sensitivity improvement unit may apply bilinear inter-
polation to the input WRGB data to perform full-restoration
by interpolation.

The Bayer RGB conversion unit may generate the first
color space data through convolution of a color space conver-
sion matrix, a white balance correction matrix, and a matrix of
the second, third, and fourth type pixel signals of the interpo-
lated WRGB data.
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The first color space data may be calculated as:
Y YCC, YCC, YCCpY ( WBg R
[Cb]:[YCQ YCCy YCCs *[ 1 *[G
cr YCCs YCC; YCCy wBg) \ B

Where
Y
i
Cr

is a matrix of the first color space data,

YCC, YCC; YCC,
[ycc3 YCee, yccs]
YCCs YCC; YOGy

is a color space conversion matrix,

WBg
1
WBs

is a white balance correction matrix, and
R
G
B

is a matrix of the second, third, and fourth type pixel signals
of the interpolated WRGB data.

The sensitivity improvement unit may generate the con-
verted RGB data through convolution of an inverse matrix of
the white balance correction matrix, an inverse matrix of the
color space conversion matrix, and a matrix of the first color
space data.

The converted RGB data may be calculated as:

R WB} YCC), YCC, YCC, Y
[GW = 1 «| YCC, YCC, YCCY *[ Cb]
Bw wB ) \ v, vec, veay ) \cr
Where
Rw
B
Bw
is a matrix of the converted RGB data,
WB,
1
WBj

is an inverse matrix of a white balance correction matrix,

YCc,
YCCy
Yce

YCC,
yee,
Yee,

YCG,
YCG,
YCG

is an inverse matrix of a color

and

space conversion matrix,
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is a matrix of the first color space data.

The first color space data may be YC,C, data, where Y is
the luminance signal and C, and C, are the color difference
signals.

The second color space data may be Y'C,C, data, whereY'
is a mixed signal of the luminance signal and the first type
pixel signal and Cb and C, are the color difference signals.

The first type pixel signal may be white, the second type
pixel signal may be red, the third type pixel signal may be
green, and the fourth type pixel signal may be blue.

According to another embodiment, an image signal pro-
cessing method may include: interpolating input WRGB
data; converting color spaces of a second type pixel signal, a
third type pixel signal, and a fourth type pixel signal of the
interpolated WRGB data to generate first color space data;
mixing a luminance signal of the first color space data with a
first type pixel signal of the interpolated WRGB data to con-
vert the first color space data into second color space data;
converting the second color space data into converted RGB
data; color-correcting the converted RGB data into output
RGB data; and outputting the output RGB data to an image
signal processor.

The generating of the first color space data may include
generating the first color space data through convolution of a
matrix of the second, third, and fourth type pixel signals of the
interpolated WRGB data, a color space conversion matrix,
and a white balance correction matrix.

The converting of the second color space data into the
converted RGB data may include generating the converted
RGB data through convolution of a matrix of the second color
space data, an inverse matrix of the white balance correction
matrix, and an inverse matrix of the color space conversion
matrix.

The method may further include separating the luminance
signal and color difference signals from the first color space
data. The separating of the luminance signal and the color
difference signals from the first color space data may be
performed after the generating of the first color space data and
before the converting the first color space data into the second
color space data.

The converting of the first color space data into the second
color space data may include: denoising the first type pixel
signal when converting the first color space data into the
second color space data; and mixing the denoised first type
pixel signal with the luminance signal.

The first color space data may be YC,C, data, where Y is
the luminance signal and C,, and C,. are color difference sig-
nals.

The second color space data may be Y'C,C, data, whereY'
is a mixed signal of the luminance signal and the first type
pixel signal and C, and C, are color difference signals.

The first type pixel signal may be white, the second type
pixel signal may be red, the third type pixel signal may be
green, and the fourth type pixel signal may be blue.

In accordance with another embodiment, an image pro-
cessing system may include an image sensor that captures an
image of a subject through incident light and an image signal
processing device that converts input WRGB data received
from the image sensor into Bayer RGB data.

The image signal processing device may include a sensi-
tivity improvement unit that interpolates input white, red,
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green, and blue (WRGB) data, mixes a luminance signal of
first color space data for the interpolated WRGB data with a
first type pixel signal of the interpolated WRGB data to con-
vert the first color space data into second color space data, and
converts the second color space data into converted RGB
data. The image signal processing device includes a Bayer
RGB conversion unit that converts color spaces of a second
type pixel signal, a third type pixel signal, and a fourth type
pixel signal of the interpolated WRGB data to generate the
first color space data, and separates the luminance signal and
color difference signals from the first color space data. The
image signal processing device further includes a color cor-
rection unit to correct the converted RGB data into output
RGB data.

The first type pixel signal may be white, the second type
pixel signal may be red, the third type pixel signal may be
green, and the fourth type pixel signal may be blue.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other embodiments will become apparent and
more readily appreciated from the following description of
the embodiments, taken in conjunction with the accompany-
ing drawings of which:

FIG. 1 is a schematic diagram showing an example of the
structure of a camera device;

FIG. 2 is a block diagram showing an embodiment of an
image processing system;

FIG. 3 is a block diagram showing an embodiment of an
image sensor of the image processing system of FIG. 2;

FIG. 4 is a block diagram illustrating an image signal
processing method;

FIGS. 5A to 5C are diagrams illustrating a method of
interpolating white, red, green, and blue (WRGB) data;

FIGS. 6 and 7 are diagrams illustrating a denoising method
of a white pixel signal;

FIG. 8 is a diagram illustrating a method of mixing a white
pixel signal and a luminance signal;

FIG. 9 is a flowchart illustrating an embodiment of the
image signal processing method; and

FIGS. 10 and 11 are flowcharts illustrating portions of F1G.
9 in detail.

DETAILED DESCRIPTION

Reference will now be made in detail to the embodiments
of the invention, examples of which are illustrated in the
accompanying drawings, wherein like reference numerals
refer to like elements throughout. In the following description
of the embodiments, a detailed description of known func-
tions and configurations incorporated herein will be omitted
when it may obscure the subject matter of the embodiments.
In this specification, terms “first,” “second,” etc. are used to
distinguish one component from other components and,
therefore, the components are not limited by the terms.

FIG. 1 is a schematic diagram showing an example of a
structure of an electronic device, such as a camera device 1. A
digital single-lens reflex (DSLR) camera will be described as
an example of the camera device 1.

As shown in FIG. 1, the camera device 1 may include a
photographing lens 10, an aperture 20, amain mirror 30, a sub
mirror 40, an auto focusing (AF) module 50, a focal plane
shutter 60, an imaging region 70, a focusing screen 80, a
pentaprism 81, and an ocular lens 90.

More specifically, the photographing lens 10 may collect
light from a subject to form an image of the subject on the
imaging region 70. The photographing lens 10 may include a
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plurality of lenses. In this case, the lenses may include optical
groups defined with various functions.

In addition, the photographing lens 10 may include an
image stabilizer (not shown) and an AF driving unit (not
shown). The image stabilizer prevents deterioration in quality
of'a picture due to hand shaking of a user during photograph-
ing. The AF driving unit receives AF information from the AF
module 50 and drives the lenses of the photographing lens 10
for focusing.

The photographing lens 10 may include the aperture 20.
The aperture 20 may adjust an amount of light transmitted
through the photographing lens 10 and depth of field of a
picture. For example, when the aperture 20 is widened, the
photographing lens 10 may transmit a larger amount of light.
Consequently, a user of the camera 1 may take a brighter
picture. When the aperture 20 is widened, however, the aper-
ture 20 of the photographing lens 10 is increased with the
result that depth of field of the picture is decreased. On the
other hand, when the aperture 20 is narrowed, the photo-
graphing lens 10 may transmit a smaller amount of light.
Consequently, a user of the camera 1 may take a darker
picture. When the aperture 20 is narrowed, however, the aper-
ture 20 of the photographing lens 10 is decreased with the
result that depth of field of the picture is increased.

The aperture 20 is disposed between the lenses of the
photographing lens 10. Consequently, images of the aperture
20 are formed by the lenses of the photographing lens 10.
Specifically, a virtual image of the aperture 20 formed by the
lens of the photographing lens 10 disposed in front of the
aperture 20 (between a subject and the aperture 20) is referred
to as an entrance pupil and a virtual image of the aperture 20
formed by the lens of the photographing lens 10 disposed at
the rear of the aperture 20 (e.g., between the aperture 20 and
the imaging region 70) is referred to as an exit pupil. The exit
pupil is the image of the aperture 20 and plays an important
role in picture brightness. Consequently, the exit pupil is
important in brightness adjustment and AF functions.

The main mirror 30 may transmit a first portion of light
transmitted through the photographing lens 10 and reflect a
second portion of the light (e.g., a remainder). Specifically,
the main mirror 30 reflects the second portion of the light
transmitted through the photographing lens 10 to the focusing
screen 80 such that a user may see the light through the ocular
lens 90. The first portion of the light is transmitted by the main
mirror 30 and may be used in focus detection.

The camera device 1 may perform a through-the-lens
(TTL) function through the main mirror 30. The TTL function
includes viewfinder, metering, and focusing functions using
light transmitted through the photographing lens 10.

Specifically, the TTL viewfinder function generally refers
to using a viewfinder to reflect light transmitted through the
photographing lens 10 such that a user may directly confirm
an image to be photographed through the viewfinder. The
TTL metering function generally refers to measurement of
brightness of an image to be photographed using reflected
light transmitted through the photographing lens 10. In this
case, the TTL metering may be used in auto exposure (AF)
adjustment.

The TTL focusing function generally refers to focusing of
a subject using reflected light transmitted through the photo-
graphing lens 10. In this case, the TTL focusing may be used
in auto focusing (AF) detection.

The sub mirror 40 reflects the light transmitted through the
main mirror 30 such that the light transmitted through the
main mirror 30 is reflected to be incident upon the AF module
50. In this case, the sub mirror 40 may be disposed at an acute
angle (greater than 0 degrees and less than 90 degrees) rela-
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tive to the main mirror 30. The sub mirror 40 may be disposed
atthe rear end of the main mirror 30 to reflect light transmitted
through the main mirror 30 toward the AF module 50. In this
case, the sub mirror 40 is an optical device. This optical
device serves to provide light to the AF module 50.

The AF module 50 serves to determine whether a subject of
an image is focused under control of a controller (not shown).
When the subject is not in focus, the AF module 50 transmits
adrive signal to a drive unit (not shown) of the photographing
lens 10 such that the subject is focused on under control of the
controller (not shown).

The focal plane shutter 60 is installed before the imaging
region 70 near a focal plane of a camera body of the camera
device 1. In one implementation, the focal plane shutter 60
may include two black shields or metal films, which are
referred to as front and rear films, coated with rubber. During
photographing, the front film of the focal plane shutter 60 is
opened to expose the imaging region 70 to light and the rear
film of the focal plane shutter 60 is closed to block light.
Consequently, the focal plane shutter 60 may adjust shutter
speed using a time difference between the front film and the
rear film. A horizontal travel mode or a vertical travel mode
may be used according to an advancing direction of the front
film and the rear film. The vertical travel mode may be mainly
used. The focal plane shutter 60 is not limited to the two black
films. In alternative implementations, the focal plane shutter
60 may include a lens shutter, a Thornton shutter, or a light
value shutter.

The imaging region 70 is a region exposed to incident light
at which an image of a subject may be captured (e.g., photo-
graphed). For a film camera, a film may be located at the
imaging region 70. For a digital camera, on the other hand,
image sensors may be arranged at the imaging region 70. An
image sensor to captures an image of a subject is disposed at
the imaging region 70 of the camera device 1. Image sensors
used in a digital camera may be classified as a charge coupled
device (CCD) or a complementary metal oxide semiconduc-
tor (CMOS), types of which are different but which have the
same basic principles.

The focusing screen 80 may include a matte surface (not
shown) and a Fresnel lens (not shown). The matte surface may
be disposed at a position optically equivalent to the focal
plane during photographing. Consequently, a same or sub-
stantially similar image as the photographed image is dis-
played on the matte surface. The Fresnel lens condenses light
transmitted through the matte surface such that a user sees a
brighter image through the ocular lens 90.

The pentaprism 81 is a pentagonal prism. The pentaprism
81 functions to convert an erect inverse image formed on the
focusing screen 80 into an erect normal image. Consequently,
a user may view and confirm an image to be photographed
having the same shape as what the user sees with eyes through
the viewfinder. The erect inverse image may be an image
having normal top and bottom and inverse left and right. The
erect normal image may be an image having normal top and
bottom and left and right.

The ocular lens 90 in one example makes a virtual image 1
meter ahead such that a user may confirm an image formed on
the focusing screen 80. Consequently, the user may confirm
an image to be photographed through the ocular lens 90.

An image processing system 100 (FIG. 2), which will
hereinafter be described, photographs an image to generate an
image file. The image processing system 100 may be pro-
vided in a personal digital assistant (PDA), portable multime-
dia player (PMP), mobile phone, smartphone, navigation
device, or laptop computer including an ultra-mobile PC
(UMPC), in which a camcorder, camera module, or the cam-



US 9,324,132 B2

7

era device 1 as described above are mounted. However,
embodiments of the invention are not limited thereto.

FIG. 2 is a block diagram showing an embodiment of an
image processing system 100. Hereinafter, the image pro-
cessing system 100 will be described with reference to FIG. 4
illustrating an image signal processing method, FIGS. 5A,
5B, and 5C illustrating a method of interpolating white, red,
green, and blue (WRGB) data, FIGS. 6 and 7 illustrating a
denoising method of a white pixel signal, and FIG. 8 illus-
trating a method of mixing a white pixel signal and a lumi-
nance signal.

As shown in FIG. 2, the image processing system 100 may
include an image sensor 200 and an image signal processing
device 300. As shown in FIG. 4, the image signal processing
device 300 may include a sensitivity improvement unit 310, a
Bayer RGB conversion unit 330, and a color correction unit
350, which are configurations to change a WRGB color filter
array (CFA)received from the image sensor 200 into the form
of a Bayer pattern.

The sensitivity improvement unit 310 may interpolate
input WRGB data and mix a luminance signal of first color
space data with a first type pixel signal to convert the first
color space data into second color space data. The Bayer RGB
conversion unit 330 calculates the luminance signal from the
first color space data and separates the luminance signal from
color difference signals of the first color space data. In addi-
tion, the sensitivity improvement unit 310 may convert the
second color space data into RGB data. The first type pixel
signal may be white.

The sensitivity improvement unit 310 may apply bilinear
interpolation to the input WRGB data to perform interpola-
tion. However, embodiments of the invention are not limited
thereto. For example, other interpolation methods such as
nearest neighbor interpolation may be applied. Bilinear inter-
polation is interpolation using an average value of adjacent
pixels. A newly generated pixel is derived from a weighted
sum of the nearest four pixels. Each weight is directly pro-
portional to the distance from each pixel. Bilinear interpola-
tion may use three linear interpolations. Bilinear interpola-
tionmay be used to calculate a “softer” image than the nearest
neighbor interpolation.

The first color space datamay be YC,C, data, where Y may
be a luminance signal and C, and C, may be color difference
signals. YC,C, is a kind of color space used in an imaging
system. YC,C, may be referred to as YCC. YC,C,. is not an
absolute color space but one of RGB information encoding
modes. Colors of an image actually seen depend on original
RGB information used to display signals.

The second color space data may be Y'C,C, data, whereY"
may be a mixed signal of a luminance signal and a first type
pixel signal. The first type pixel signal may be white. Second,
third, and fourth type pixel signals may be red, green, and
blue, respectively.

For example, the sensitivity improvement unit 310 may
convert input WRGB data including {W,, R, G, B;} (see
FIG. 5A) into a form of FIG. 5B through down sampling and
may calculate the WRGB data as a form of W={W,, W, W,
W.} R={Ro, Ry, Ry, Ry}, G={Gy, Gy, G, G}, B={B,,. B,.
B,, B;} as shown in FIG. 5C through full-restoration by
interpolation to provide interpolated WRGB data.

In addition, when converting the first color space data into
the second color space data, the sensitivity improvement unit
310 may denoise the first type pixel signal and mix the lumi-
nance signal with the denoised first type pixel signal. The
denoising process is provided for a case in which both an
output level and signal-to-noise ratio (SNR) performance of a
first type pixel signal (W) channel are below a desired thresh-
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old. In this case, the denoising process may improve reliabil-
ity of image processing results.

For example, FIG. 6 is a diagram showing a comparison of
output levels per channel. As shown in FIG. 6, output levels
are as follows: W>MIXING (mixture of W and
Y)>Y>R>G>B. FIG. 7 is a diagram showing a comparison of
SNRs. As shown in FIG. 7, SNRs are as follows:
Y>G>MIXING (mixture of W and Y)>W>R>B. From Y, G,
MIXING, and W, the SNR of W is lowest. To provide for this
case, the sensitivity improvement unit 310 denoises the first
type pixel signal (W) before mixing the first type pixel signal
(W) and the luminance signal (Y) such that the first type pixel
signal (W) is denoised to the same level as the second type
pixel signal (R), the third type pixel signal (G), and the fourth
type pixel signal (B), thereby improving SNR performance.
For example, the sensitivity improvement unit 310 may scan
a picture with a 3x3 mask size and blur a portion which is
determined as noise. However, embodiments of the invention
are not limited thereto. Other denoising methods may be
applied.

As shown in FIG. 8, the sensitivity improvement unit 310
may couple the denoised first type pixel signal (W) and the
luminance signal (Y) to generate second color space data
Y'C,C,, where Y' may be a value obtained by mixing Y with
W having higher sensitivity than Y.

The Bayer RGB conversion unit 330 may convert color
spaces of a second type pixel signal, a third type pixel signal,
and a fourth type pixel signal of interpolated WRGB data to
generate first color space data and to separate a luminance
signal and color difference signals from the first color space
data. The second type pixel signal, the third type pixel signal,
and the fourth type pixel signal may be red, green, and blue,
respectively. In addition, the first color space data may be
YC,C, data, where Y may be a luminance signal and C, and
C, may be color difference signals. YC,C, is a kind of color
space used in an imaging system. YC,C, may be referred to as
YCC.

More specifically, the Bayer RGB conversion unit 330 may
generate first color space data through convolution (* of
Equation 1) of a color space conversion matrix to convert
interpolated RGB data into first color space data, a white
balance correction matrix, and a matrix of second, third, and
fourth type pixel signals of interpolated WRGB data. The first
color space data may be calculated by Equation 1.

Y YCC, YCC, YCC,\ { WBg R\ [Equation 1]
cb | =| rees vee, vecs |« 1 «| G

cr YCCs YCC; YCCs wag ) B

Where

o

may be a matrix of first color space data,

YCCo
YCCs

YCCs

Yee,
YCee,
Yee,

YCCs

YCG,
YOGy
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may be a color space conversion matrix (e.g., for RGB to
YC,C, color space conversion),

WBk
1
WBj

may be a white balance correction matrix, and

—_——
W Qo

may be amatrix of second, third, and fourth type pixel signals.

White balance correction is an operation of balancing the
second, third, and fourth type pixel signals (R, G, and B) to
gray such that the second, third, and fourth type pixel signals
are not biased to specific colors of red, green, and blue. R and
B in one example are adjusted based on a value of G such that
R and B become an achromatic color. For example, white
balance correction calculates a WB correction matrix using
values obtained by dividing G by R, G, and B to balance a
ratio of R, G, and B to 1:1:1. As a result, more reliable data
processing may be performed during a subsequent image
processing operation.

The sensitivity improvement unit 310 may generate RGB
data (R,,G,,B,, of Equation 2) through convolution of an
inverse matrix of the white balance correction matrix, an
inverse matrix of the color space conversion matrix, and a
matrix of the first color space data. In this case, the RGB data
may be calculated by Equation 2. The RGB data may be
defined as data in which sensitivity characteristics of W are
distributed to R, G, and B channels such that high sensitivity
characteristics of W may be shared with the other channels
unlike existing RGB data.

Rw [Equation 2]
Gw |=
By
WB% YCCy YCC, YCG, ¥
1 | Yoo, vee, vecg |« cb
WBg YCC, YCC, YCCG Cr
Where
Rw
Gw
Bw
may be a matrix of RGB data,
WE,
1
WBp
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may be an inverse matrix of a white balance correction
matrix,

YCC)y YCC, YCC,

YCC, YCC, YCC

YCC; YCC;, YCC

may be an inverse matrix of a color space conversion matrix,

and
Y
Cr

may be a matrix of first color space data.

FIG. 3 is a block diagram showing an embodiment of the
image sensor 200.

The image sensor 200 may include a pixel array 210, a row
decoder/row driver 220, a correlated double sampling (CDS)
unit 230, an output butfer 240, a column driver 250, a column
decoder 260, and a timing generator 270.

More specifically, the pixel array 210 may include a plu-
rality of two-dimensional matrix type pixels connected to a
plurality of row lines and a plurality of column lines.

The row decoder/row driver 220 may decode a row control
signal generated by the timing generator 270 and select at
least one row line from the plurality of row lines of the pixel
array in response to the decoded row control signal.

The correlated double sampling unit 230 may perform
correlated double sampling on a pixel signal output from a
unit pixel connected to one column line of the plurality of
column lines ofthe pixel array 210. In this case, the correlated
double sampling unit 230 may include an analog-to-digital
converter (not shown) to perform analog-to-digital conver-
sion on the correlated double sampled pixel signal.

The output buffer 240 may bufter pixel signals output from
the correlated double sampling unit 230 in response to a
column control signal output from the column driver 250.

The column driver 250 may selectively activate at least one
of the column lines of the pixel array 210 in response to a
decoded control signal output from the column decoder 260.
The column decoder 260 may decode a column control signal
generated by the timing generator 270.

The timing generator 270 may generate a control signal to
control the operation of at least one of the pixel array 210, the
row decoder/row driver 220, the output buffer 240, and the
column decoder 260.

FIG. 9 is a flowchart illustrating an embodiment of the
image signal processing method and FIGS. 10 and 11 are
flowcharts illustrating portions of FIG. 9 in detail.

Hereinafter, the image signal processing method will be
described with reference to FIGS. 5A to 5C illustrating a
method of interpolating WRGB data, FIGS. 6 and 7 illustrat-
ing a denoising method of a white pixel signal, and FIG. 8
illustrating a method of mixing a white pixel signal and a
luminance signal.

First, the image signal processing device 300 may interpo-
late input WRGB data (e.g., from the image sensor 200)
(S101).

At this time, the image signal processing device 300 may
apply bilinear interpolation to the input WRGB data to per-
form interpolation. However, embodiments of the invention
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are not limited thereto. For example, other interpolation
methods, such as nearest neighbor interpolation, may be
applied.

For example, the image signal processing device 300 may
convert input WRGB data including {W,, R, G, B;} (see
FIG. 5A) into a form of FIG. 5B through down sampling and
may calculate interpolated WRGB data as a form of W={W,,,
W, W,, W} R={R,, Ry, R,, Ry}, G={G,, Gy, Gy, Gs}.
B={B,, B,, B,, B,} as shown in FIG. 5C through full-resto-
ration by interpolation.

Subsequently, the image signal processing device 300 may
perform color space conversion on a second type pixel signal,
a third type pixel signal, and a fourth type pixel signal of the
interpolated WRGB data to generate first color space data
(8103). The first color space data may be YC,C, data, where
Y may be a luminance signal and C, and C, may be color
difference signals.

At this time, the image signal processing device 300 may
generate first color space data through convolution of a matrix
of the second, third, and fourth type pixel signals of the
interpolated WRGB data, a color space conversion matrix,
and a white balance correction matrix. The second type pixel
signal, the third type pixel signal, and the fourth type pixel
signal may be red, green, and blue, respectively. A first type
pixel signal, which will hereinafter be described, may be
white.

Referring to FIG. 10, at operation S103, the image signal
processing device 300 may convert the second, third, and
fourth type pixel signals (RGB) of the interpolated WRGB
data into first color space data (YC,C,) (S201) and separate a
luminance signal (Y) and color difference signals (C, and C,)
from the first color space data (S203).

Atoperation S201, the image signal processing device 300
may generate first color space data through convolution of a
color space conversion matrix, a white balance correction
matrix, and a matrix of the second to fourth type pixel signals
of the interpolated WRGB data. At this time, the first color
space data may be calculated by Equation 1 as described
above.

Subsequently, the image signal processing device 300 may
mix the luminance signal of the first color space data with a
first type pixel signal to convert the first color space data into
second color space data (S105). The first color space data may
beYC,C, data, where Y may be a luminance signal and C, and
C, may be color difference signals. YC,C, is a kind of color
space used in imaging systems. YC,C, may be referred to as
YCC.YC,C, is not an absolute color space but one of RGB
information encoding modes. Colors of an image actually
seen depend on original RGB information used to display
signals. In addition, the second color space data may be
Y'C,C, data, where Y' may be a mixed signal of a luminance
signal and a first type pixel signal. The first type pixel signal
may be white. Second, third, and fourth type pixel signals
may be red, green, and blue, respectively.

Referring to FIG. 11, at operation S105, when converting
the first color space data (YC,C,) into the second color space
data (Y'C,C,), the image signal processing device 300 may
denoise the first type pixel signal (W) (S301) and mix the
denoised first type pixel signal with the luminance signal (Y)
to perform conversion to Y'C,C, (S303).

Subsequently, the image signal processing device 300 may
convert the second color space data into converted RGB data
(S107).

At this time, the image signal processing device 300 may
generate converted RGB data through convolution of a matrix
of'the second color space data, an inverse matrix of the white
balance correction matrix, and an inverse matrix of the color
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space conversion matrix. The converted RGB data may be
defined as data in which sensitivity characteristics of W are
distributed to R, G, and B channels such that high sensitivity
characteristics of W may be shared with the other channels
unlike existing RGB data.

Subsequently, the image signal processing device 300 may
color-correct the converted RGB data into output RGB data
(S109). At this time, any color correction method may be
applied so long as the color correction is a general color
reproduction method.

Although not shown, the output RGB data corrected at
operation S109 may be provided to an existing image signal
processor (ISP; not shown) as Bayer RGB data.

In some embodiments, as described above, the WRGB
color filter array from the image sensor 200 may be converted
into Bayer RGB without changing hardware of the existing
image signal processor (ISP).

Furthermore, the image signal processing device may
increase low-light sensitivity to improve a low light condi-
tion, e.g. an SNR performance of 6 dB or more, and shorten
exposure time to reduce motion artifacts.

In addition, the image signal processing device 300 may
reduce color noise generated in a low light condition to
improve SNR performance, thereby achieving a noise reduc-
tion effect.

Thatis, in some embodiments, sensitivity characteristics of
W are distributed to R, G, and B channels such that high
sensitivity characteristics of W may be shared with the other
channels. Consequently, low-light SNR performance may be
improved.

In accordance with one aspect of the image signal process-
ing device and method and the image processing system using
the same, as is apparent from the above description, the
WRGB color filter array may be converted into Bayer RGB,
thereby increasing low-light sensitivity and reducing noise.

In addition, when an image sensor having the WRGB color
filter array is used in an electronic device (e.g., camera device
1), an existing image signal processor (ISP) for Bayer RGB
may be used for “rear end” processing without changing
hardware by converting the WRGB color filter array into
Bayer RGB at a “front end” according to various embodi-
ments.

All references, including publications, patent applications,
and patents, cited herein are hereby incorporated by reference
to the same extent as if each reference were individually and
specifically indicated to be incorporated by reference and
were set forth in its entirety herein.

For the purposes of promoting an understanding of the
principles of the invention, reference has been made to the
embodiments illustrated in the drawings, and specific lan-
guage has been used to describe these embodiments. How-
ever, no limitation of the scope of the invention is intended by
this specific language, and the invention should be construed
to encompass all embodiments that would normally occur to
one of ordinary skill in the art. The terminology used herein is
for the purpose of describing the particular embodiments and
is not intended to be limiting of exemplary embodiments of
the invention. In the description of the embodiments, certain
detailed explanations of related art are omitted when it is
deemed that they may unnecessarily obscure the essence of
the invention.

The apparatus described herein may comprise a processor,
a memory for storing program data to be executed by the
processor, a permanent storage such as a disk drive, a com-
munications port for handling communications with external
devices, and user interface devices, including a display, touch
panel, keys, buttons, etc. When software modules are
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involved, these software modules may be stored as program
instructions or computer readable code executable by the
processor on a non-transitory computer-readable media such
as magnetic storage media (e.g., magnetic tapes, hard disks,
floppy disks), optical recording media (e.g., CD-ROMs, Digi-
tal Versatile Discs (DVDs), etc.), and solid state memory
(e.g., random-access memory (RAM), read-only memory
(ROM), static random-access memory (SRAM), electrically
erasable programmable read-only memory (EEPROM), flash
memory, thumb drives, etc.). The computer readable record-
ing media may also be distributed over network coupled
computer systems so that the computer readable code is
stored and executed in a distributed fashion. This computer
readable recording media may be read by the computer,
stored in the memory, and executed by the processor.

Also, using the disclosure herein, programmers of ordinary
skill in the art to which the invention pertains may easily
implement functional programs, codes, and code segments
for making and using the invention.

The invention may be described in terms of functional
block components and various processing steps. Such func-
tional blocks may be realized by any number of hardware
and/or software components configured to perform the speci-
fied functions. For example, the invention may employ vari-
ous integrated circuit components, e.g., memory elements,
processing elements, logic elements, look-up tables, and the
like, which may carry out a variety of functions under the
control of one or more microprocessors or other control
devices. Similarly, where the elements of the invention are
implemented using software programming or software ele-
ments, the invention may be implemented with any program-
ming or scripting language such as C, C++, JAVA®, assem-
bler, or the like, with the various algorithms being
implemented with any combination of data structures,
objects, processes, routines or other programming elements.
Functional aspects may be implemented in algorithms that
execute on one or more processors. Furthermore, the inven-
tion may employ any number of conventional techniques for
electronics configuration, signal processing and/or control,
data processing and the like. Finally, the steps of all methods
described herein may be performed in any suitable order
unless otherwise indicated herein or otherwise clearly con-
tradicted by context.

For the sake of brevity, conventional electronics, control
systems, software development and other functional aspects
of the systems (and components of the individual operating
components of the systems) may not be described in detail.
Furthermore, the connecting lines, or connectors shown in the
various figures presented are intended to represent exemplary
functional relationships and/or physical or logical couplings
between the various elements. It should be noted that many
alternative or additional functional relationships, physical
connections or logical connections may be present in a prac-
tical device. The words “mechanism”, “element”, “unit”,
“structure”, “means”, and “construction” are used broadly
and are not limited to mechanical or physical embodiments,
but may include software routines in conjunction with pro-
cessors, etc.

The use of any and all examples, or exemplary language
(e.g., “such as”) provided herein, is intended merely to better
illuminate the invention and does not pose a limitation on the
scope of the invention unless otherwise claimed. Numerous
modifications and adaptations will be readily apparent to
those of ordinary skill in this art without departing from the
spirit and scope of the invention as defined by the following
claims. Therefore, the scope of the invention is defined not by
the detailed description of the invention but by the following
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claims, and all differences within the scope will be construed
as being included in the invention.

No item or component is essential to the practice of the
invention unless the element is specifically described as
“essential” or “critical”. It will also be recognized that the
terms “comprises,” “comprising,” “includes,” “including,”
“has,” and “having,” as used herein, are specifically intended
to be read as open-ended terms of art. The use of the terms “a”
and “an” and “the” and similar referents in the context of
describing the invention (especially in the context of the
following claims) are to be construed to cover both the sin-
gular and the plural, unless the context clearly indicates oth-
erwise. In addition, it should be understood that although the
terms “first,” “second,” etc. may be used herein to describe
various elements, these elements should not be limited by
these terms, which are only used to distinguish one element
from another. Furthermore, recitation of ranges of values
herein are merely intended to serve as a shorthand method of
referring individually to each separate value falling within the
range, unless otherwise indicated herein, and each separate
value is incorporated into the specification as if it were indi-
vidually recited herein.

Although a few embodiments have been shown and
described, it would be appreciated by those skilled in the art
that changes may be made in these embodiments without
departing from the principles and spirit of the invention, the
scope of which is defined in the claims and their equivalents.

What is claimed is:
1. An image signal processing device comprising:
a sensitivity improver that:
interpolates input white, red, green, and blue (WRGB)
data,
mixes a luminance signal of first color space data for the
input WRGB data with a first type pixel signal of the
interpolated WRGB data to convert the first color
space data into second color space data, and
converts the second color space data into converted RGB
data;
a Bayer RGB converter that:
converts color spaces of a second type pixel signal, a
third type pixel signal, and a fourth type pixel signal of
the interpolated WRGB data to generate the first color
space data, and
separates the luminance signal and color difference sig-
nals from the first color space data; and
a color corrector to correct the converted RGB data into
output RGB data.
2. The image signal processing device according to claim
1, wherein, when converting the first color space data into the
second color space data, the sensitivity improver denoises the
first type pixel signal and mixes the luminance signal with the
denoised first type pixel signal.
3. The image signal processing device according to claim
1, wherein the sensitivity improver applies bilinear interpo-
lation to the input WRGB data to perform full-restoration by
interpolation.
4. The image signal processing device according to claim
1, wherein the Bayer RGB converter generates the first color
space data through convolution of a color space conversion
matrix, a white balance correction matrix, and a matrix of the
second, third, and fourth type pixel signals of the interpolated
WRGB data.
5. The image signal processing device according to claim
4, wherein the first color space data are calculated as:



US 9,324,132 B2

Y YCCy YCC) YCG, WBr R
ch |=| yccs vece, vCcs |« 1 | G
Cr YCCs YCC; YCCg WBs ) \ B
Where
Y
Cb
Cr

is a matrix of the first color space data,

Yee,
YCee,
Yee,

YCCs

YCCo
YCCs
YOGy

YCC,
YCCs

is a color space conversion matrix,

WBg

WBj

is a white balance correction matrix, and

Q

is a matrix of the second, third, and fourth type pixel signals
of the interpolated WRGB data.

6. The image signal processing device according to claim
4, wherein the sensitivity improver generates the converted
RGB data through convolution of an inverse matrix of the
white balance correction matrix, an inverse matrix of the
color space conversion matrix, and a matrix of the first color
space data.

7. The image signal processing device according to claim
6, wherein the converted RGB data are calculated as:

Ru WE, YCC, YCC, YCChY /v
[GW = 1 «| YCC, YCC, YCCh *[Cb]
By wey ) \veq, veo, veay ) \or
Where
Rw
Gw
Bw

w
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is a matrix of the converted RGB data,

WB,

WB,

is an inverse matrix of a white balance correction matrix,

YCc,
YCCy
Yce

YCC,
yee,
Yee,

YCG,
YCG,
YCG

is an inverse matrix of a color space conversion matrix, and

Cb
Cr

is a matrix of the first color space data.

8. The image signal processing device according to claim
1, wherein the first color space data are YC,C, data, where Y
is the luminance signal and C, and C, are the color difference
signals.

9. The image signal processing device according to claim
1, wherein the second color space dataare Y'C,C, data, where
Y' is a mixed signal of the luminance signal and the first type
pixel signal and Cb and C, are the color difference signals.

10. The image signal processing device according to claim
1, wherein the first type pixel signal is white, the second type
pixel signal is red, the third type pixel signal is green, and the
fourth type pixel signal is blue.

11. An image signal processing method comprising:

interpolating input WRGB data;

converting color spaces of a second type pixel signal, a

third type pixel signal, and a fourth type pixel signal of
the interpolated WRGB data to generate first color space
data;

mixing a luminance signal of the first color space data with

afirst type pixel signal of the interpolated WRGB data to
convert the first color space data into second color space
data;

converting the second color space data into converted RGB

data;

color-correcting the converted RGB data into output RGB

data; and

outputting the output RGB data to an image signal proces-

SOr.

12. The image signal processing method according to
claim 11, wherein the generating of the first color space data
comprises generating the first color space data through con-
volution of a matrix of the second, third, and fourth type pixel
signals of the interpolated WRGB data, a color space conver-
sion matrix, and a white balance correction matrix.

13. The image signal processing method according to
claim 12, wherein the converting of the second color space
data into the converted RGB data comprises generating the
converted RGB data through convolution of a matrix of the
second color space data, an inverse matrix of the white bal-
ance correction matrix, and an inverse matrix of the color
space conversion matrix.

14. The image signal processing method according to
claim 11, further comprising:
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separating the luminance signal and color difference sig-

nals from the first color space data, wherein

the separating of the luminance signal and the color differ-

ence signals from the first color space data is performed
after the generating of the first color space data and
before the converting the first color space data into the
second color space data.

15. The image signal processing method according to
claim 11, wherein the converting of the first color space data
into the second color space data comprises:

denoising the first type pixel signal when converting the

first color space data into the second color space data;
and

mixing the denoised first type pixel signal with the lumi-

nance signal.

16. The image signal processing method according to
claim 11, wherein the first color space data are YC,C, data,
where Y is the luminance signal and C, and C, are color
difference signals.

17. The image signal processing method according to
claim 11, wherein the second color space data are Y'C,C,
data, where Y' is a mixed signal of the luminance signal and
the first type pixel signal and C, and C, are color difference
signals.

18. The image signal processing method according to
claim 11, wherein the first type pixel signal is white, the
second type pixel signal is red, the third type pixel signal is
green, and the fourth type pixel signal is blue.
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19. An image processing system comprising:
an image sensor that captures an image of a subject through
incident light; and
an image signal processing device that converts input
WRGB data received from the image sensor into Bayer
RGB data, wherein the image signal processing device
comprises:
a sensitivity improvement unit that:
interpolates input white, red, green, and blue (WRGB)
data,
mixes a luminance signal of first color space data for the
interpolated WRGB data with a first type pixel signal
of the interpolated WRGB data to convert the first
color space data into second color space data, and
converts the second color space data into converted RGB
data;
a Bayer RGB conversion unit that:
converts color spaces of a second type pixel signal, a
third type pixel signal, and a fourth type pixel signal of
the interpolated WRGB data to generate the first color
space data, and
separates the luminance signal and color difference sig-
nals from the first color space data; and
a color correction unit to correct the converted RGB data
into output RGB data.
20. The image processing system according to claim 19,

wherein the first type pixel signal is white, the second type
pixel signal is red, the third type pixel signal is green, and the
fourth type pixel signal is blue.
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